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Abstract— Mobile technology is developing and impacting
society at an accelerating pace. Since their release in 2007,
over one billion smartphones have reshaped the daily lives
of their users and their embedded technologies have become
increasingly more powerful and miniaturized with each new
model. Yet, the majority of the most popular uses of these
devices do not take full advantage of their sensing, storage, com-
putation, and communication (SSCC) capabilities. In this paper,
we consider an experimental setup in which a smartphone is
mounted to a ball and beam system using a 3D-printed mount-
ing structure attached at each end of the beam. To perform
feedback control of the ball and beam system, the smartphone’s
inertial and camera sensors are used to measure the angular
orientation and velocity of the beam and translational position
of the ball on the beam. To account for the nonlinear effects
added to the system by the presence of the smartphone and its
mounting structure, a feedback linearizing controller is used to
stabilize the system. Simulation and experimental results are
presented to show that smartphones and their various sensors
can be integrated in the wireless sensing and control of physical
systems as part of an emerging class of smartphone-mounted
test-beds for research and education.

I. INTRODUCTION

Recent years have experienced a significant increase in the
accessibility of smart mobile devices, creating the need to ex-
plore potential uses of the embedded sensors housed in these
devices. Smartphones in particular have now been so heavily
integrated into daily life that individuals have their personal
devices on them at all times of the day. Currently, the on-
board sensors of smartphones are not being used to their
full potential. Today’s smartphones have the ability to offer
educators, researchers, and students with a complete SSCC
platform. As of now, smartphones are being used for only
basic sensing applications such as tilt-based video games,
detection of metal objects from magnetometer measurements,
navigation using GPS information, demonstration of angular
momentum conservation using the gyroscope [14], etc. The
SSCC capabilites of these devices remain to be fully explored
and have the potential to be integrated into the closed-loop
feedback control of physical systems.

One of the most powerful sensors on smart mobile devices
is the camera. Image-based visual servoing (IBVS) is com-
monly used for feedback control applications in which the
deviations of features in an image are used to calculate con-
trol actions, offering contactless measurements to control a
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Fig. 1: A smartphone-mounted ball and beam system.

system such as ball and beam [4], [7], [13]. IBVS approaches
have been investigated in the eye-to-hand configuration [3],
[8], in which a camera fixed in the environment points
towards the experiment, either from above the test-bed to
measure ball position [7] or along the rotational axis of the
beam to measure angular motion [13]. Tablet computers have
also been used to demonstrate the ability to stabilize a ball
and beam system by measuring both beam angle and ball
position in an eye-to-hand configuration [5]. However, the
compact form factor of smartphones provides the opportunity
to explore the eye-in-hand configuration, which involves
attaching the camera to the system being controlled, e.g.,
as in feedback control of surgical instruments [10].

Inertial measurement units (IMU) have become a standard
sensor on-board smartphones and typically consist of a 3-
axis gyroscope, accelerometer, and magnetometer. The IMU
provides valuable measurements for feedback control of a
translating and/or rotating mechanical system. The IMU is
often introduced into gaming applications on smart devices to
increase interactivity. Moreover, its application in feedback
control has also been explored in the wireless control of a
DC motor to regulate the position of the motor arm [6].

The implementation of mounted smartphones as plat-
forms in feedback control of lab experiments can provide
novel inquiry-based educational and research experiences.
For many applications, the multimodal sensing capabilities
of these devices allow the smartphone to act as a complete
sensing platform, which can significantly reduce the cost and
complexity of the system. In this paper, we investigate a eye-
to-hand implementation of IBVS to stabilize a ball and beam
test-bed using a mounted smartphone to measure the position
of the ball through image data and the rotational states of
the system through inertial measurements. In Section II, an
overview of the system and user interface are presented.
Section III describes the techniques used by the mobile
application to obtain inertial and vision-based measurements
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Fig. 2: Schematic representation of the ball and beam control
system with a mounted smartphone.

of the beam and ball state variables, respectively. Section IV
discusses the dynamic model of the ball and beam test-bed
and the feedback linearization approach used to compensate
for nonlinearities in the model while stabilizing the closed-
loop system. Section V presents the results of simulations
and experiments conducted with the smartphone-mounted
system. Section VI offers some concluding remarks.

II. SYSTEM DESCRIPTION

The system used in this study is a ball and beam test-
bed with a smartphone mounted to the beam using a 3D-
printed plastic structure. The motorized beam is driven using
a power amplifier which receives control signals from a
personal computer (PC) via a data acquisition and control
(DAC) board. The mounted smartphone is responsible for
all sensing on the system. The mobile application running
on the smartphone uses inertial measurements and visual
observations of the ball to measure three out of the four states
of the system. Measurements are transmitted over a Wi-Fi
network to the PC, which performs partial state estimation
and computes and relays control signals to the test-bed using
the MATLAB/Simulink environment. The components of the
proposed system are shown in Figure 2.

The smartphone used in this study is an Apple iPhone
6 Plus, which has a 5.5 inch (140 mm), 1080×1920 pixel
multi-touch display, 1.4 GHz dual-core processor, an In-
venSense MP67B 6-Axis MEMS IMU, and a 8-megapixel
rear-facing camera. Both an InvenSense IMU and Bosch
BMA280 three-axis accelerometer are integrated in the
iPhone 6 Plus. The IMU is configurable to operate in
either a six-axis inertial sensor mode, three-axis gyroscope
mode, or a three-axis accelerometer mode, with rated current
consumption of 3.4 mA, 3.2 mA, and 450 uA, respectively.
A major advantage of the IMU is full six-axis integration
of data by a digital motion processor (DMP) located on the
chip. The DMP provides 16-bit readings that have benefited
gaming and other applications requiring sophisticated inertial
sensing. At the expense of higher power consumption, the
IMU provides significantly higher sensitivity. While both
the BMA280 and the accelerometer of the IMU can sense
accelerations of up to 16g, the BMA280 is utilized in appli-
cations where full six-axis readings are not needed and lower
sensitivity is allowable, such as adjusting screen orientation
and pedometry, in exchange for reduced power consumption.
Only the IMU is implemented for the purposes of this study.

Fig. 3: Screenshot of the user interface.

Since the smartphone is rigidly mounted to the test-bed, the
motion of the phone obtained with the IMU can be used to
describe the motion of the beam about its rotational axis.
The rear-facing camera of the iPhone 6 Plus supports frame
rates of only up to 30 frames per second (fps) at image
resolutions below 1280×720 pixels. An image processing
routine (see subsection III-A) running in the background of
the mobile application is used to extract measurements of
the ball position.

In addition to offering its on-board sensing capabilities
to control the ball and beam test-bed, the smartphone also
allows for the design and implementation of an interactive
user interface that is mounted to the experiment. The mobile
application developed for this experiment contains buttons
that allow users to wirelessly connect to the PC, start and
stop the experiment, and email experimental data for further
analysis. The touch screen display on the smartphone allows
users to select the ball’s reference position on the beam,
and displays useful visual feedback to the user regarding the
data collected by the application and the status of the image
processing algorithm used to compute the ball position. This
allows users to easily calibrate and troubleshoot the system.

III. VISION-BASED AND INERTIAL MEASUREMENTS

Rigidly mounting the smartphone to the ball and beam
system allows for both visual and inertial measurements
of state variables. In this section, we describe the image
processing techniques used to detect the ball position and
the methodology used to determine beam angle and angular
velocity using the inertial sensors.

A. Ball Position Measurement

To perform vision-based detection of the ball position, the
ball is painted yellow and a green marker is attached at each
end of the beam. Each of the three colored objects is detected
using a color segmentation approach involving thresholding
in the hue-saturation-value (HSV) space and morphological
filtering operations to remove small amounts of noise [5].
Because the smartphone is mounted such that the user
interface is accessible to the user, the back-facing camera is
used to obtain vision-based measurements of the ball position
at a frequency of 30 Hz. A 3D-printed trapezoidal mounting
structure is constructed to rigidly mount the smartphone at a
height above the beam that allows the ball to be observed as
it travels along the entire length of the beam. Knowledge
of the smartphone’s rigid attachment to the structure is
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exploited to create narrow search spaces for each of the
colored objects. Since the locations of the markers at the
ends of the beam do not move relative to the camera, square
search regions are hard-coded into the application to search
for the green markers. The search space for the ball is defined
as a thin strip around the location of the beam in the video
frames. This technique allows for the image processing on
the smartphone to be made significantly more efficient, thus
allowing the satisfaction of real-time constraints that preserve
the stability of the closed-loop system [1], [5]. Calculating
the position of the ball along the beam involves finding
the distance in pixels between the image coordinates of the
detected ball, pb = (xb,yb), and the marker on the left end
of the beam, p` = (x`,y`), as well as the distance between
the left marker and the marker at the right end of the beam,
pr =(xr,yr). Then, the normalized ball position xnorm is found
as follows

xnorm =
pb− p`
pr− p`

. (1)

This result can be viewed as the percentage that the ball
has traveled along the length of the beam from left to right.
Knowing the distance l in real-world units between the
markers, measurements for the ball position x are obtained
with respect to the point halfway between the markers

x = (xnorm−0.5)× l. (2)

B. Beam Angle and Angular Velocity Measurements

Since the trapezoidal structure rigidly mounts the smart-
phone to the beam, the beam, structure, and phone can be
viewed as a rigid body. Thus, the IMU of the smartphone is
used to capture the rotational motion of the structure. Filtered
data from the gyroscope about the rotational axis of the
phone is used as the measurement of the structure’s angular
velocity. To measure angular orientation, readings of device
attitude are generated after raw accelerometer and gyroscope
data are processed by the device’s sensor fusion algorithms.
Device attitude is expressed as the rotation between the
device’s current reference frame and a reference frame that
is formed using the direction of gravity obtained from the
accelerometer. The angle and angular velocity measurements
are periodically requested by the mobile application at a
frequency of 90 Hz. To synchronize inertial measurements
with vision-based measurements, so that all measurements
are transmitted wirelessly in a single TCP/IP packet, the
update interval of the inertial measurements is chosen as an
integer multiple of the vision-based measurements.

IV. MODELING AND CONTROL

To control the ball and beam test-bed and allow the ball
to track a step reference command using visual and inertial
feedback from the smartphone, a nonlinear, dynamic model
of the plant is obtained in this section. This nonlinear model
is used in the design of a feedback linearizing controller,
which is implemented on the PC in the Matlab/Simulink
environment, to stabilize the system.

Fig. 4: Model of the smartphone-mounted ball and beam.

A. Plant Model

A diagram of the ball and beam system with the mounting
structure and smartphone is shown in Figure 4. The system
is modeled in three separate parts: (1) a DC motor whose
electromechanical behavior is captured; (2) the beam, plastic
3D-printed trapezoidal mounting structure, and smartphone
mounted at the top of the structure, whose rotational dynam-
ics introduces a nonlinearity; and (3) a yellow plastic ball
whose translational motion along a v-shaped groove on the
top surface of the beam is described. The control objective is
to stabilize the ball and beam system such that the ball can
track a step reference command, using measurements of the
ball position, beam angle, and beam angular velocity. The
ball is at a position x in meters and the beam is oriented at
an angle θ in radians. A small amount of friction is present
between the motor shaft and beam.

When a voltage V is applied to the DC motor of the test-
bed, it produces a torque Tm that is directly proportional
to the motor current, which is determined using Kirchoff’s
voltage law. A gearbox with gear ratio Kg processes the
motor torque Tm to produce the torque T applied to the beam

T = KgTm = KgKTia =−
KbK2

g KT

Ra
θ̇ +

KgKT

Ra
V, (3)

where ia is the electric current through the motor circuit, Ra
is the resistance in the motor circuit, KT is the motor-torque
constant, Kb is the back-emf constant, and θ̇ is the rotational
velocity of the output shaft of the gearbox. Note that even
as an inductor in the motor’s armature circuit introduces
dynamic characteristics, the test-bed motor’s small armature
inductance (0.18 mH) [1] yields a time constant for the
electrical system dynamics that is two orders of magnitude
smaller than the time constant of the mechanical system
dynamics driven by the motor, thus the electrical system
dynamics are safely neglected to yield (3).

The torque T exerted by the gearbox onto the combined
beam, trapezoidal mounting structure, and smartphone drives
the rotational dynamics of the mechanical system whose
equations of motion can be derived using a Newtonian
approach. To begin, note that with msm denoting the mass of
the smartphone with center of mass located at (0,h) and mst
denoting the mass of the structure with center of mass located
at (0, 2

3 h), the equivalent mass of the smartphone and trape-
zoidal mounting structure can be denoted by meq ,msm+mst
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with its center of mass located at heq ,
hmsm+0.67hmst

meq
. Next,

taking the sum of the moments about point O yields

Iθ̈ = meqgheq sinθ +mbgrb sinθ +mbgxcosθ −btθ̇ +T, (4)

where g is the acceleration under gravity, rb is the radius
of the ball, bt is a viscous damping term, and I is the
sum of the moments of inertia of the beam, trapezoidal
mounting structure, and smartphone about the rotational axis.
Neglecting the mass of the ball relative to the mass of
the beam, phone, and structure and solving for the angular
acceleration of the beam gives

θ̈ =
meqgheq

I
sinθ − bt

I
θ̇ +

1
I

T. (5)

An Euler-Lagrange approach is used to derive the dynam-
ics of the ball rolling on the beam [2], [5], yielding(

Ib

r2
b
+mb

)
ẍ+mbxθ̇

2−mbgsinθ = 0, (6)

where Ib = 2
5 mbr2

b is the mass moment of inertia of the
spherical ball about a centroidal axis. Assuming small and
slow changes in beam angle (so that θ̇ 2 ≈ 0), we have the
following dynamics of the ball motion

ẍ =
mbg

Ib/r2
b +mb

sinθ . (7)

Combining the results of the electrical subsystem (3),
beam and structure dynamics (5), and ball dynamics (7)
yields the complete dynamics of the system. After choosing
a state vector x , [x ẋ θ θ̇ ]T and output y = x (see the
step reference tracking problem discussed in Section IV-B),
the equations of motion are expressed as follows

ẋ1 = x2,
ẋ2 = γ sinx3,
ẋ3 = x4,
ẋ4 = µ sinx3−σx4 +δu,
y = x1,

(8)

where xi, i = 1, . . . ,4, are components of x, γ , mbg
Ib/r2

b+mb
,

µ ,
meqgheq

I , σ ,

(
bt
I +

KbK2
g KT

IRa

)
, and δ ,

KgKT
IRa

. Although

the dynamics of (8) are nonlinear, this system is both input-
state and input-output linearizable. Specifically, consider the
following change of variables

ξ , T (x) =
[

x1 x2 γ sinx3 γx4 cosx3
]T

, (9)

that transforms (8) into the normal form [9]

ξ̇ = Acξ +Bcβ
−1[u−α(x)], y =Ccξ , (10)

where

Ac ,


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 , Bc ,


0
0
0
1

 , Cc ,


1
0
0
0


T

,

α(x),− 1
δγ cosx3

[
−γx2

4 sinx3 + γ cosx3 (µ sinx3−σx4)
]
,

β (x),
1

δγ cosx3
, x3 6=±

π

2
.

The numerical values for the physical parameters of labo-
ratory ball and beam system are provided in Table I below.

TABLE I: Numerical values for physical parameters of the
ball and beam test-bed.

Physical quantity Symbol Numerical value Units
Ball mass mb 0.007 kg
Smartphone mass msm 0.172 kg
Structure mass mst 0.217 kg
Ball radius rb 0.013 m
Smartphone height h 0.5 m
Gravitational constant g 9.8 m/s2

Moment of Inertia I 0.06711 kg·m2

Back-emf constant Kb 0.00768 Volt·s/rad
Motor torque constant KT 0.00768 N·m/Amp
Friction coefficient bt 0.05 N·m·s
DC-motor resistance Ra 2.6 Ω

Gear ratio Kg 14

B. Step Command Tracking with Integral Control

Our objective is to control the system so that the ball
position y(t) = x(t) tracks a step command r issued by
the user by tapping on the touchscreen of the smartphone.
Therefore, an integrator state ρ̇ = e, where e , y−r = x1−r,
is augmented to (10) as in [9]

ξ̇a = Aξa +Bβ−1[u−α(x)], (11)

where

A ,

[
Ac 0
Cc 0

]
, B ,

[
Bc
0

]
,

Yr ,
[

r 0 0 0
]T

, ξa ,

[
E
ρ

]
, E , ξ −Yr.

C. Discretization and Controller Design

By applying the state feedback linearizing control

u = α(x)+βv, (12)

the ξa system of (11) is linearized to the following form

ξ̇a = Aξa +Bv. (13)

Since measurement data is transmitted by the smartphone at
a finite rate, the state-space model of the feedback linearized
dynamics of (13) is discretized at each sampling instant kT ,
k = 0,1,2, . . ., with T = 1/90 seconds, to yield the following
sampled-data model

ξa[(k+1)T ] = Φξa[kT ]+Θv[kT ], (14)

where Φ , eAT is the state transition matrix of the resulting
model and Θ ,

∫ T
0 eA(T−τ)Bdτ . Before designing a linear

quadratic regulator (LQR) for the sampled-data model with
sampling time T , the controllability of system (14) is verified
by confirming that the controllability matrix Mc is of full rank

Mc =
[

Θ ΦΘ Φ2Θ Φ3Θ
]
.

Next, the LQR approach is applied to (Φ,Θ) to design a full-
state feedback controller v[kT ] = Kcξa[kT ], where Kc is the
control gain, that minimizes the quadratic cost function J(u)

J(u) =
∞

∑
k=1

(ξ T
a [kT ]R1ξa[kT ]+ vT[kT ]R2v[kT ]), (15)

1338



where R1 is nonnegative-definite and R2 is a positive-
definite. The control gain Kc is obtained from Kc = (ΘTPΘ+
R2)
−1(ΘTPΦ), where P is the solution to the discrete-time

algebraic Riccati equation [16]

P = Φ
TPΦ+R1−(ΘTPΦ)T(ΘTPΘ+R2)

−1(ΘTPΦ). (16)

The feedback control Kc is designed such that errors in ball
position and ball velocity are penalized more than deviations
in beam angle and velocity with the weighting matrix Q =
[1800 15 0 0 20]T. The control penalty R2 = 0.15 is
chosen from simulation tests to limit the range of control
voltage to the motor to within an allowable range and the
control signal is saturated to ± 15 Volts.

D. State Estimation

The proposed smartphone-mounted sensing approach out-
lined in this paper provides measurements for three of the
four original states of the system: IMU-based measurements
(at 90 Hz) of angular position and angular velocity of the
beam, and vision-based measurements (at 30 Hz) of ball
position. State estimation is necessitated because (i) the
velocity of ball is not measured directly and (ii) ball position
measurement from the smartphone camera is corrupted by
noise. To handle measurement updates occurring at two
rates, common practices are to either down-sample the faster
sensors to the rate of the slower ones and design a single-rate
estimator updating at the slower rate or to update the system
states corresponding to the slower sensors via an estimator
updating at the faster rate during inter-sample periods [15].
In this paper, we design an estimator for the partial state
vector (i.e., xp , [x1 x2]

T) to obtain estimates (at 90 Hz)
for ball position and velocity using the dynamics of the
ball and the measurement of ball position, y (available at
30 Hz). Letting û , sinx3, the following state-space model
characterizes the estimator dynamics for ball position and
ball velocity estimates, x̂p , [x1e x2e]

T

x̂p[(k+1)T ] = exp
([

0 1
0 0

]
T
)

x̂p[kT ]

+
∫ T

0
exp
([

0 1
0 0

]
(T − τ)

)[
0
γ

]
dτ û[kT ]

+L
(
y[kT ]−

[
1 0

]
x̂p[kT ]

)
, (17)

where L is the observer gain designed to place the eigen-
values of the estimation error dynamics at (−0.5,−0.5)
[11]. Next, (17) can be used to produce state estimates x̂p
in two ways. First, we can set y[kT ] = x1e[kT ] at inter-
sample periods (k + 1)T and (k + 2)T , k = 0,3,6, . . ., that
is equivalent to setting L = 0 at inter-sample periods [15].
Second, we can hold y[kT ] constant at inter-sample periods.
In subsection V-B below, we examine both these methods
with simulations and experiments and illustrate that with y
sampled at 30 Hz both methods yield comparable results.

V. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we describe simulation and experimental
results which show that, in spite of the challenges posed by

Fig. 5: Raw sensor data collected while the system is at rest.

the mounted smartphone, the ball and beam test-bed yields
acceptable performance in tracking step commands and in
response to disturbances. See [12] for an illustrative video
of the experiment.

A. Measurement Precision

To investigate the noise characteristics of the angle and
angular velocity measurements provided by the smartphone,
raw data is obtained from the smartphone while mounted
to the ball and beam test-bed as it is resting in its zero
configuration and not being controlled. The raw sensor data
is shown in Figure 5. The data is collected over a course
of 5 seconds at a sampling rate of 90 Hz. Because the
orientation measurement of the smartphone is provided by
the device’s built-in sensor fusion estimation algorithms that
use measurements from the IMU, a small amount of drift
is seen in the orientation measurement. It can be seen in
Figure 5 that the beam angle reported by the phone has
a range of 0.022◦ and the beam angular velocity has a
variance of 0.0041. Due to constraints on the sampling
rate of the camera, vision-based measurements are restricted
to 30 Hz, which in turn restricts the image processing
routine to approximately 33 ms. At this sampling rate, the
highest allowable image resolution is 640×480 before the
computation time exceeds the allowable range. The average
computation time for the image processing routine is found
to be 30.24 ms with a standard deviation of 0.6541 ms. While
computation time can be reduced by using a lower resolution
image, the measurement precision of ball position will be
jeopardized. At an image resolution of 640×480, the ball
position can be measured with a resolution of 0.705 mm.

B. Step Command Tracking

Limitations and coupling between the resolution, preci-
sion, and update rate associated with the IMU and camera on-
board the smartphone can have consequences on the stability
and performance of the closed-loop system. Specifically,
while lowering the image resolution to 352× 288 degrades
measurement precision, increasing the image resolution to
1280×720 yields larger computation delays, both of which
rendered the system unstable in experiments. To investigate
the system response to step reference commands, a sim-
ulation and an experiment are performed (see Figure 6).
User applied taps on the touchscreen generate reference
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(a) (b)

(c) (d)

(e) (f)

Fig. 6: System response for step reference simulation (a, c,
e) and experiments (b, d, f) with two methods to estimate
x̂p (IMU and camera sampling at 90 Hz and 30 Hz, respec-
tively).

commands that are used for both simulations and experi-
ments. The ball and beam system is simulated taking into
account experimentally observed sensor noise, computation
and communication delays, measurement resolution, sam-
pling rates, and actuator saturation. The system is simulated
by using two methods of subsection IV-D to estimate x̂p
and the resulting closed-loop responses in Figure 6(a) are
found to be comparable. Space constraints do not allow
inclusion of additional simulation results that show the
following: (i) the closed-loop system performance improves
as delay, measurement resolution, and sampling period of
the vision-based measurements are each lowered and (ii)
the inertia of the structure and phone limit the achievable
performance of the closed-loop system. Figures 6(a, c, e)
present the simulated responses and Figures 6(b, d, f) present
the experimental responses, illustrating that simulated and
experimental responses are comparable. To evaluate the
system’s ability to recover from disturbances, the ball is
pushed far from its stabilized reference position at the center
of the beam. Figure 7 presents the disturbance response of
the ball position and beam angle. It is observed that the
system requires approximately 3.5 seconds for its response
to adequately settle.

VI. CONCLUSION

This paper presented a mobile application that uses the
inertial sensors and back-facing camera on-board a smart-

(a) (b)

Fig. 7: Ball position (a) and beam angle (b) response to a
disturbance.

phone to obtain measurements for the feedback control of a
ball and beam test-bed to which the smartphone is rigidly
mounted. Future work will investigate the effectiveness and
user experience associated with the use of the proposed
system in inquiry-based learning with the personal devices
of students and researchers in classrooms and laboratories.
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