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ABSTRACT
Student affect has been found to correlate with short- and
long-term learning outcomes, including college attendance
as well as interest and involvement in Science, Technology,
Engineering, and Mathematics (STEM) careers. However,
there still remain significant questions about the processes
by which affect shifts and develops during the learning pro-
cess. Much of this research can be split into affect dynam-
ics, the study of the temporal transitions between affective
states, and affective chronometry, the study of how an af-
fect state emerges and dissipates over time. Thus far, these
affective processes have been primarily studied using field
observations, sensors, or student self-report measures; how-
ever, these approaches can be coarse, and obtaining finer-
grained data produces challenges to data fidelity. Recent de-
velopments in sensor-free detectors of student affect, utiliz-
ing only the data from student interactions with a computer-
based learning platform, open an opportunity to study affect
dynamics and chronometry at moment-to-moment levels of
granularity. This work presents a novel approach, applying
sensor-free detectors to study these two prominent problems
in affective research.
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1. INTRODUCTION
The various affective states experienced by students dur-
ing learning have received significant attention from the re-
search community for their prominence in the learning pro-
cess. Student affect has been shown to correlate with sev-

eral measures of student achievement [6][22][28], has been
found to be predictive of whether students attend college
several years later [24], and also whether students choose
to take steps towards careers in Science, Technology, Engi-
neering, and Mathematics (STEM) fields [30]. While signif-
icant steps have been taken toward understanding the inter-
relationships between of affect and learning, there are many
questions that remain unanswered with regard to how af-
fect is exhibited by students over time as well has how such
temporal trends may be informative of student learning out-
comes.

The temporality of student affect has been characterized
into two areas of study, affect dynamics [31] and affective
chronometry. Affect dynamics studies temporal shifts in af-
fect to understand which transitions between affective states
are most common. A theoretically-grounded model of affec-
tive dynamics has been proposed by D’Mello and Graesser
[10], which suggests a typical resolution cycle, where stu-
dents transition from engaged concentration to surprise to
confusion and back to engaged concentration, but which also
hypothesizes alternative transitions, including a path from
confusion to frustration and boredom.

Affective chronometry also uses temporal measures, but fo-
cuses more closely upon how individual affective states (e.g.,
boredom) behave over time. This was first studied as a
special case of affective dynamics, where researchers inves-
tigated how frequent it was for an affective state to transi-
tion to itself (aka “self-transitions”). More recently, D’Mello
and Graesser [9] proposed instead investigating an affective
state’s “half life,” or the decay in the probability of an affec-
tive state persisting for a specific duration of time. [9] found
evidence that six affective states exhibit exponential decay
in their probability over time. That is, the probability that a
student remains in a particular state decreases exponentially
as the amount of time that the student persists in that state
increases. However, engaged concentration (referred to as
flow) showed a much slower decay rate than other affective
states (e.g., frustration).
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There is now a growing body of research in affective dynam-
ics and affective chronometry, commonly using field obser-
vations [26][13], or self-reports accompanied by video data
[3][9]. These important studies have helped to advance the
field, but each method imposes different kinds of limitations
on the grain-size of the data. Continuous observation is im-
practical both for self-report and field observation studies,
and it is highly time-consuming for video recording (which
can also break down when the student moves away from his
or her desk, either for off-task reasons or for on-task pur-
poses like peer-tutoring or requesting assistance). Despite
the limitations of these methods, they have often been pre-
ferred to sensor-free detectors of affect due to higher reliabil-
ity/quality of the data obtained. However, recent advances
in sensor-free detection of affect, based on deep learning
methods, have substantially increased the quality of models
[5], making interaction-based detectors a viable alternative.
While these models are also not without limitations, their
improved performance provides an alternative that facili-
tates near-continuous labeling at scale. As such, the recent
advent of higher-quality detectors introduce the opportunity
to study affect dynamics and affective chronometry with fine
levels of granularity at scale.

In this paper, we present research studying affect dynam-
ics and affective chronometry with the use of deep learning
sensor-free affect detectors. We report the affect dynamics
and chronometry for four commonly-studied affective states:
engaged concentration [7] (also referred to as engagement,
flow, and equilibrium), boredom [7][19], confusion [6][16],
and frustration [16][23]. We investigate these relationships
in the real-world learning of just under a thousand stu-
dents, and compare our findings to prominent foundational
research [9][10].

2. PREVIOUS WORK
The theoretical model of affective dynamics proposed by
D’Mello and Graesser [10] has become widely recognized
in the study of affective state transitions. The model pro-
poses a set of theoretically hypothesized transitions that
have emerged through the study of student affect, as il-
lustrated by the simplified representation of the model in
Figure 1. While the full model observes numerous affective
states including surprise and delight, we restrict the analysis
in this paper to the key affective states of engaged concen-
tration, boredom, confusion, and frustration.

The model hypothesizes that specific transitions between af-
fective states are particularly common. In this model, a stu-
dent commonly begins in a state of equilibrium (i.e. flow or
engaged concentration). The student remains in this state
until novelty or difficulty emerges, at which point the stu-
dent may transition to confusion. The student may transi-
tion back to engaged concentration by resolving this confu-
sion, possibly experiencing delight upon the way. Alterna-
tively, the student my transition from confusion to frustra-
tion, at which point the model suggests that the student is
unlikely to transition back to the more productive cycle of
engaged concentration and confusion; instead, the student
is more likely to transition from frustration to boredom. As
such, while students may be expected to oscillate between

certain adjacent states in the model, the model suggests that
it is unlikely for students to transition to unconnected states
as depicted in Figure 1.

The model has been explored in several studies [27][8] ob-
serving differences in student affect, and has become influen-
tial to other research studying affect dynamics in the context
of other constructs such as gaming the system [26]. Other
studies prior to the publication of this model also stud-
ied affective dynamics [1][29]. While the specific affective
states studied across these projects vary, the four affective
states studied in this work are among the most commonly
observed in this area of research. However, work in other
paradigms also exists; for example, Redondo [25] attempted
to identify when a student’s affect shifts from increasingly
positive to becoming more negative, or vice-versa, in self-
report Likert scale data, finding that unexpectedly positive
or negative affect typically indicated a shift in overall affec-
tive trajectory. However, she did not compare the preva-
lence of turning points found to overall base rates of affect,
or analyze the chronometry of the sequences she studied.
In general, across these papers, estimates of student affect
have been collected through a range of methodologies includ-
ing, most commonly, quantitative field observations (QFOs)
[13][12][26][20], but also through self-reports in conjunction
with post-hoc judgements of recorded video [3][4].

While there have been a large number of projects investi-
gating affective dynamics, there has been substantially less
research pertaining to affective chronometry. The study of
affective chronometry is at times seen in affective dynamics
papers. Among the papers investigating affective dynamics,
several studies, including that of Baker, Rodrigo, and Xolo-
cotzin [1] have found that state self-transitions, where the
student is in the same affective state in one observation as
in the previous observation, were often statistically signifi-
cantly more likely than chance. This suggests that students
in each state do tend to persist for at least the duration of the
time interval between observations (1 minute in that article);
however, this paper did not observe the chronometry beyond
this interval. In foundational work in this area, D’Mello and
Graesser [9] investigated the duration of different affective
states, proposing a methodology with which to evaluate the
“half-life,” or decay of individual affective states experienced
by students. Using a computer-based system known as Au-
toTutor, the authors used a combination of self-reports of
the students and expert and peer judgments of student affect
made using recorded video in order to measure and evaluate
the length of time students commonly remained in each ex-
perienced affective state. However, that work was conducted
on a relatively small number of subjects working on Auto-
Tutor in a lab setting, on a task not related to their studies.
It is therefore unclear whether the findings obtained in that
context will generalize to data from a classroom environment
where students are working on authentic educational tasks.
The same methodology for measurement and evaluation of
affective chronometry as presented in that work will be ap-
plied here to understand and compare affective chronometry
– however, instead of using self-report, this project will uti-
lize sensor-free detectors of affect applied to data collected
from real students working in classroom environments.
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Figure 1: The proposed theoretical model of affect dynamics as presented by D’Mello and Graesser [10]

2.1 Detectors of Student Affect
We apply the sensor-free detectors of student affect previ-
ously described in Botelho et al. [5] to our data in order to
study affective dynamics and chronometry. We use the same
data set in this work from which the training set originally
used in Botelho et al. [5] was sampled, to ensure maxi-
mum validity of the detectors. In applying the detectors to
this data set, we determined that several minor adjustments
needed to be made to the detectors, so that the training
data set was aligned to the ground truth observations in
a way that could be more easily applied to the unlabeled
data. We also reduced the number of features used as input
to the model building algorithm. The detectors were refit
using this adjusted dataset and produced performance met-
rics comparable to the previous work (average AUC = .74,
average Cohen’s Kappa = 0.20).

As in Botelho et al. [5], these sensor-free detectors were de-
veloped using a long short term memory (LSTM) [15] net-
work, a type of deep learning model designed for time series
data. LSTM networks use a large number of learned param-
eters with internal memory that can model temporal trends
within the data to make estimates that are better informed
by previous time steps within the series. Although the initial
training sample was imbalanced, the use of resampling did
not improve model performance, and a min-max estimate
scaling was used instead. The LSTM model is trained as a
sequence-to-sequence model, meaning that it accepts an en-
tire sequence of time steps as input and produces a sequence
of outputs. These outputs are in the form of a sequence of es-
timates of the probability that each of four affective states of
engaged concentration, boredom, confusion, and frustration
are occurring at each 20-second time step, or “clip,” within

the data. We use this sequence of probabilities to study af-
fective dynamics and chronometry – the details of these anal-
yses are provided in later sections. The LSTM model was
found to produce cross-validated AUC values that substan-
tially outperformed prior sensor-free detectors, which had
previously exhibited an average AUC = 0.66, developed us-
ing older algorithms with the same dataset [21][32]. In ad-
dition, LSTM models are designed to exploit the temporal
character of the data, suggesting that they will be able to
model temporal changes and transitions between affective
state better than a model that treats each 20-second clip of
student behavior as an independent sample.

3. METHODOLOGY
3.1 Dataset
The data1 used in this work is comprised of action-level stu-
dent data collected within the ASSISTments learning plat-
form [14]. ASSISTments is a computer-based learning sys-
tem used daily by thousands of students in real classrooms
(over 50,000 a year) and hosts primarily middle school math
content. The system has been used in several previous pa-
pers to study student affect, in many cases using sensor-free
detectors of student affect.

Within this paper, we utilize a dataset originally used to
develop sensor-free automated detectors of student affect.
Detectors were originally developed using data collected by
conducting field observations of student affect as 838 stu-
dents used ASSISTments. 3,127 20-second field observations
were collected in total, with gaps between one and several

1The data used in this work is made available at
http://tiny.cc/EDM2018 affectdata

Proceedings of the 11th International Conference on Educational Data Mining 159



minutes between observations of the same student. For this
paper, we analyze the entire data set of interaction for those
838 students on the days when observation occurred, 48,276
20-second segments of student behavior in total. We for-
mat the data in terms of 20-second segments of behavior in
order to use the sensor-free detectors of affect, which were
developed at this grain size (in line with the original field
observations, which were conducted at the same grain size).
The original training data set was highly imbalanced, with
approximately 82% of observations coded as engaged con-
centration, 10% coded as boredom, 4% coded as confused,
and 4% coded as frustration. This imbalance is consistent
with previous research on the prevalence of these affective
categories in systems such as ASSISTments.

The sensor-free LSTM detectors were applied to this dataset,
providing an estimate of the probability of each of the four
observed affective states for each of the 20-second segments
of behavior within the system. The ground-truth labels used
in model training are removed from this dataset and instead
are replaced with the estimates produced by the sensor-free
detectors. We replaced the ground-truth labels with the de-
tector outputs so that the data would be comparable across
all of the 48,276 observations.

3.2 Affect Dynamics
The estimates produced by the sensor-free detectors, when
applied to the analysis dataset, are used to observe which
transitions between affective states are frequent and statis-
tically significantly more likely than chance. As is described
in the previous section, the model produces four continuous-
valued estimates corresponding with the 4 affective states of
engaged concentration, boredom, confusion, and frustration.
However, these estimates must be discretized and reduced
to a single label describing the most likely affective state ex-
hibited by the student at each time step. It is not sufficient
to simply conclude that the most probable affective state
(e.g. the affective state with the highest confidence) is the
current affective state. For example, the model may predict
very small values for all four affective states.

Instead, we first select a threshold that indicates that a spe-
cific affective state is likely occurring during a specific clip.
We use a threshold of 0.5, defining a value above this thresh-
old to be indicative of the presence of that corresponding
affective state for the time step. 0.5 is a reasonable thresh-
old as the detectors were previously run through a min-max
scaling of the model outputs to remove majority class bias
(cf. [5]). However, there exists the possibility, as expressed
in the example above, that no estimate across the four affec-
tive states surpasses this defined threshold. In such cases, a
fifth “Neutral/Other” affective state is introduced to repre-
sent that none of the affective states we are studying is occur-
ring; this state has been included in similar previous analyses
of affect dynamics as well ([13][12][29][27][4][9]). Conversely,
it is possible for more than one estimate across the four out-
puts to surpass the defined threshold. In this unusual case
(less than 1% of our data), no single affective state label can
be applied and this clip (and transitions from and to this
clip) is omitted from the subsequent analyses.

Once all estimates have been classified as either a single af-
fective state or the neutral state, transitions between these

states within each student are computed. As in [10], we omit
self-transitions where the student remains in their current af-
fective state; these are instead represented through affective
chronometry (see next section). We report D’Mello’s L [11]
as a measure of the commonality of each possible transition
from a source affective state to a destination affective state
along with a corresponding p-value denoting the probabil-
ity of this frequency of transition being obtained by chance.
The D’Mello’s L metric can be interpreted in a similar man-
ner to Cohen’s kappa, describing the degree to which each
transition is more (or less) likely than would be expected
according to the overall proportion of occurrence of the des-
tination affective state across all cases. Values of D’Mello’s
L below zero are less likely than chance; values above zero
represent the percent more likely than chance the finding is.
In other words, a D’Mello’s L of 0.4 represents a transition
that occurs 40% more often than would be expected from
the destination state’s base rate. We compute statistical
significance of these transitions using the method originally
proposed in [11] – D’Mello’s L is computed for each student
and transition, and then the set of transitions is compared
to 0 using a one-sample two-tailed t-test. Benjamini and
Hochberg’s [2] correction is used to control for the substan-
tial number of statistical comparisons conducted.

3.3 Affective Chronometry
Our methodology for affective chronometry closely follows
that of D’Mello and Graesser [9], with whom we compare
our findings. In their analysis, the rate of decay was calcu-
lated as a probability of each state persisting over a 60-80
second window, using affect labels aggregated across multi-
ple observation methods including the use of self-reports and
both peer- and expert-observers. The probability that each
affective state persisted (i.e. Pr(Et = Et+20)) was computed
for 20 second intervals within that window.

The analysis in this paper uses the same discretized affect
labels described in the previous section, transforming a se-
quence of sets of four probabilities to a single most-likely
affective state per clip. The sequence of labels is broken into
a set of episodes of each affective state, where an episode de-
scribes a series of non-transitioning affect that starts when
the student transitions into the state and ends when the stu-
dent transitions out of the state. A cumulative sum of time,
in seconds, is calculated for each episode to measure how
long each student remained in each affective state. With
this value, a probability that a state will persist beyond a
defined number of seconds can be calculated.

Due to the nature of our affect detection approach, persis-
tence is estimated in 20 second intervals. At each interval,
the probability that a student remains in eachtheir current
affective state is calculated for durations up to 300 seconds,
or 5 minutes. The resulting 16 probabilities (for durations of
0, 20, 40, ... , 300 seconds) can then be used to compare the
rates of decay across each of the observed affective states.

4. RESULTS
4.1 Observing Affect Dynamics
The affective state transitions, measured by D’Mello’s L, are
reported in Table 1 with accompanying significance. Aside
from those transitions that occur to/from the neutral/other
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Table 1: The transitions between affective states. D’Mello’s L values are shown. Transitions that are
statistically significantly more likely than chance, after Benjamini and Hochberg’s post-hoc correction, are
denoted *.

From State To State D’Mello’s L p-value

Engaged
Concentration Engaged Concentration — —

Boredom 0.260* <0.001
Confusion 0.004 0.136
Frustration -0.12* 0.012
Neutral/Other 0.481* <0.001

Boredom Engaged Concentration 0.194* <0.001
Boredom — —
Confusion -0.004 0.208
Frustration 0.036* <0.001
Neutral/Other 0.235* <0.001

Confusion Engaged Concentration 0.341* 0.006
Boredom -0.127* <0.001
Confusion — —
Frustration -0.026* 0.001
Neutral/Other -0.156 0.157

Frustration Engaged Concentration 0.279* <0.001
Boredom -0.107* <0.001
Confusion 0.008 0.391
Frustration — —
Neutral/Other 0.279* <0.001

Neutral/Other Engaged Concentration 0.753* <0.001
Boredom -0.057* <0.001
Confusion 0.003 0.302
Frustration 0.015* 0.007
Neutral/Other — —

state, the most common significant transition appears to oc-
cur between confusion and engaged concentration, followed
by that of frustration to engaged concentration. Contrary
to the theoretical model proposed by D’Mello and Graesser
[10], significant transitions are found between engaged con-
centration and boredom as well as from boredom to engaged
concentration. The findings suggest that students do not
transition between these states through others as in the pro-
posed theoretical model, but can occur directly.

It is further illustrated in the table that no state is found to
transition to confusion more likely than chance, for which
there are several possible explanations. Confusion was the
least-frequently detected state as estimated by the sensor-
free model (under 1.0% of the dataset). As such, it is likely
that there simply were not enough instances of detected con-
fusion in the data to produce significant results, possibly
because the model had difficulty detecting confusion, con-
tributing to an under-sampling of this state as estimated by
the model.

These positive and significant transitions as identified by
Table 1 are illustrated in Figure 2 for better comparison to
the theoretical model depicted in Figure 1. Not only do

the already-identified transitions become clearer, the num-
ber of transitions occurring to and from the neutral/other
state, listed simply as“no label” in that figure, are also made
prominent. As described in the generation of this fifth state,
this represents those estimates where no model estimates
across the four affective states exceeded the defined thresh-
old. It is important to note that this state may not be a
single state at all, but rather comprehensively represents
all other affective states exhibited by students that are not
observed in the analysis. As such, it is difficult to make
meaningful claims or draw significant conclusions regarding
transitions occurring to or from this state.

The divergence of the emerging transitions and the theo-
retical model indicate that there are fewer oscillations that
are detected by the machine-learned method. While not in-
cluded in the theoretical model, D’Mello and Graesser pro-
pose in the same work [10] that oscillations can occur be-
tween all adjacent affective states within the graph under
certain conditions, but that is certainly not the case as seen
in Figure 2 gained from the empirical results of this work.
This suggests that the learned model finds that students do
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Figure 2: The resulting positive and significant affect transitions as compared to the D’Mello and Graesser [10]
theoretical model.

not commonly transition back and forth between states such
as confusion and frustration as often as hypothesized by the
theoretical model, but no other such cases emerge.

4.2 Observing Affective Chronometry
The results of our affective chronometry analysis illustrate
the length of time students commonly spend in each affec-
tive state before transitioning to either another observed
state or the neutral/other state. The results of this anal-
ysis, depicted in Figure 3, show notable differences in affec-
tive half-life between affective states. Engaged concentration
and boredom exhibit much more gradual declines as opposed
to both confusion and frustration which both exhibit steep
and rapid decay. Just as was done in the previous work
of D’Mello and Graesser [9], the decay can be quantified
by fitting an exponential function to each of the observed
states. Again, as the neutral/other state may comprehen-
sively represent multiple states that are not measured in this
work, this state is not included in the analyses of affective
chronometry; if included, the results may simply illustrate
an average decay over non-included affective states.

The value of decay for each state, as calculated by fitting
an exponential curve to each states probability of persisting
(Pr(No Change)) over time. Engaged concentration (de-
cay = -0.003) and boredom (decay = -0.004) are found to
have similarly gradual decay as compared to that of the re-
maining two states. Frustration (decay = -0.01) and confu-
sion (decay = -0.024) are found to decay significantly faster.
Of the studied states, only confusion is found to fail to per-
sist past 5 minutes.

While the affective decay of engaged concentration, bore-
dom, and frustration follow the general trend found by the
work of D’Mello and Graesser in previous work [9], confusion

deviates from this alignment. This difference is illustrated
by Figures 4 and 5. Figure 4 illustrates the plotted exponen-
tial fit lines that were learned from the estimates produced
by the sensor-free detectors. For comparison, Figure 5 illus-
trates the plotted exponential decay, as reported in Table 1
of D’Mello and Graesser [9]. From this, it becomes appar-
ent that confusion is found to exhibit similar decay patterns
to that of engaged concentration and boredom, being more
gradual over time, than that of frustration.

The other distinctive difference that emerges from the com-
parison of Figures 4 and 5 is that of the average time for
decay across all affective states. This suggests that the av-
erage time that students remain in any affective state, as
determined by the sensor-free model, is consistently longer
than those found in D’Mello and Graesser [9]. The previ-
ous work reports that students rarely remained in a single
state for longer than 60 seconds, and, following the learned
exponential curve in Figure 5, no state seems to persist be-
yond 3 minutes, with most states reaching a probability of
persisting close to 0 long before that time point. In com-
parison, each of the affective states, with the exception of
confusion, are found to persist past the 5 minute time point,
with engaged concentration and boredom seemingly persist-
ing significantly beyond this point. Even in considering the
60 second timeframe, the fastest decaying state of confusion
exhibits students persisting beyond this interval.

The divergence of the decay rates as exhibited by the es-
timates of the sensor-free model and those of the empiri-
cal findings reported in [9] may be due to a combination
of differences between the two works. One possible expla-
nation is the difference in learning contexts and the differ-
ent learning interactions being studied in each of the two
works. In this work, for example, the students comprising
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Figure 3: The probability of a student persisting in each affective state over time.

the dataset were in a classroom environment interacting with
the computer-based system of ASSISTments. The previous
study reported by [9], had students interacting with different
software, namely that of AutoTutor, and also took place in
a controlled lab setting. The domain of study also exhibits
differences in that the students in AutoTutor were answering
questions pertaining to computer literacy that are described
as requiring students to answer in several sentences. The
students using ASSISTments, however, were middle school
students working on math content. The differences between
both the content and the environment could have a distinct
effect on the states of affect exhibited by students as well as
the length of time students persist in each affective state.

5. DISCUSSION AND FUTURE WORK
The current work presents, to the knowledge of the authors,
the first application of sensor-free affect detectors to study
affect dynamics and affective chronometry. In studying af-
fective dynamics, we can compare our results to a past the-
oretical model of affect dynamics proposed by D’Mello and
Graesser [10], as well as other past empirical work. In affec-
tive chronometry, we can compare our results to past work
[9], also by D’Mello and Graesser. The resulting model of
affect dynamics produced by the application of sensor-free
detectors shares little with the theorized model in regard to
the significant transitions that emerged. Most notably, our
model suggests oscillations between engaged concentration
and boredom which are hypothesized not to occur signifi-
cantly in the theorized model; it has been found in other
empirical work, however, that transitions between engaged
concentration and boredom do appear [3][4]. The model of
affective chronometry finds a similar pattern to D’Mello and
Graesser in terms of which affective states are shorter and
longer, but we find that all affective states last longer in our
data set than in their previous work.

The application of sensor-free detectors to the study of stu-
dent affect provides the opportunity to study how such af-
fect is exhibited in students at greater scale and at second-
by-second levels of granularity. In addition, automated de-
tectors are a less intrusive method of data collection than
more traditional methods. As the detectors utilize only data
recorded from computer-based systems, they can estimate a
student’s affective state without interrupting their work, as
can be the case with self-reporting methods, and does not
hold a risk of observer effects where students change their
behavior due to the presence of a human coder. The method
also does not require the use of additional technology such
as physical and physiological sensors that may be difficult
to deploy in classrooms at scale. Given the greater scale
facilitated by automated affect detectors, future research
may be able to study not just overall affective dynamics and
chronometry but how dynamics and chronometry vary be-
tween different activities, different student populations, and
even at different times of day. The better understanding
of affective dynamics and chronometry that this may afford
may have several benefits. Understanding a system’s affec-
tive dynamics may be useful for encouraging positive tran-
sitions and suppressing negative transitions. Understanding
affective chronometry may help us understand when neg-
ative emotion is problematic. Although some confusion is
associated with positive learning outcomes [17], extended
confusion is associated with worse student performance [18].
Understanding whether a student’s confusion or frustration
lasts longer than the expected duration may indicate that a
student is struggling and is in need of intervention.

As the scale of the application of automated detectors in-
creases for the study of affective dynamics, the means of
evaluating common transitions will likely need to evolve as
well. After a certain data set size, all transitions will become
significant. Even in this paper, with a relatively limited data

Proceedings of the 11th International Conference on Educational Data Mining 163



Figure 4: The plotted exponential decay of each af-
fective state as estimated by the sensor-free affect
detectors.

set, fairly low values of D’Mello’s L reached statistical sig-
nificance. Future work may need to explore new methods of
identifying and evaluating affect dynamics, perhaps by sim-
ply exploring reasonable means of leveraging D’Mello’s L as
a measure of magnitude to identify meaningfully frequent
links, not just those that are simply statistically significantly
more likely than chance.

There are potential limitations to the current work that may
be addressed by future research in this area. First, while the
sensor-free detectors used in this work, as presented in [5],
exhibit significantly superior performance to previous devel-
oped detectors with regard to AUC, improving the perfor-
mance of these models further may help to improve tran-
sition and chronometry estimates, particularly of the less
common labels of confusion and frustration. Utilizing meth-
ods to supplement less-frequently occurring labels of stu-
dent affect (though the common method of resampling did
not, in fact, enhance these detectors) or utilizing unlabeled
data to better inform model estimates through co-training
may improve model performance and produce more accurate
measurements of affect dynamics and affective chronometry.
It also may make sense to use different confidence thresh-
olds for different affective states to adjust for the differences
in the conservatism of different detectors that emerge from
having different base rates.

Although consisting of a small portion of the data used in
this work, the analyses did not include cases of co-occurring
labels as estimated by the model. The estimates produced
by the sensor-free detectors, even when the ground truth la-
bels used to train such detectors did not observe co-occuring
affective states themselves, is able to produce such cases,

Figure 5: The plotted exponential decay of each af-
fective state as reported in Table 1 of D’Mello and
Graesser [9]

providing the opportunity to observe such cases in future
work. Identifying which states are likely to co-occur, as well
as include such cases in analyses of state transitions and af-
fect state decay, will help to gain a better understanding of
the relationships between affective states as well as to stu-
dent performance.

A final opportunity for future work is in regard to observing
affect dynamics and chronometry in experimental settings,
as in the case of randomized controlled trials (RCTs). Sev-
eral works have used analyses of state transitions to observe
differences in affect exhibited between experimental condi-
tions [27][8]. As the training set used to develop affect de-
tectors does not contain experiment data, it is at this time
uncertain if they generalize to behaviors exhibited outside of
normal usage of the learning platform. Future work can ob-
serve how well such detectors generalize to such populations
of users and samples.
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